Industrial Embedded Systems
- Design for Harsh Environment -

Dr. Alexander Walsch
alexander.walsch@ge.com

IN2244
Part IV — Reliability Quantification
WS 2015/16

Technische Universitat Munchen



mailto:alexander.walsch@ge.com

Failure Rate (Hardware)

Failure Rate

A time dependent measure of #failures/time. Commonly only
random failures are considered. The symbol for failure rate is A(t).
A failure rate is tied to a failure mode. This is a hardware related
metric.
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Failure Rate (Software)

A failure has been defined as deviation from the specification. This
deviation can happen in two ways

Random (Hardware only) — happen randomly in time. The rate is predictable
(statistical quantification). Previous slide.

Systematic (Hardware and Software) — linked to a certain cause (fault,
defect, bug) which is present at time of commissioning

They are not predictable. A rigorous design and qualification process must
be applied.

On change (e.g. software update the error rate may increase)
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Reliability

Reliability

Reliability of a system or component is defined to be the
probability that a given system or component will perform a
required function under specified conditions for a specified period
of time.

“probability of non-failure (survival) in a given period”

Reliability of a system function is modeled as:
R(t)=¢""if the failure rate is constant.

A is often expressed as failures per 10° hours or FIT (failures
per 10° hours).

If “At” small then R(t) = 1 - At
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Mean Time Between Failure (MTBF)

MTBF
Mean Time Between Failures (MTBF) is the average time a
system will run between failures. The MTBF is usually expressed

in hours.

Let us consider N items with k having failed at time t, T being the
cumulative time.

N (t)=N —k ; number surviving at time t
N, (¢)

R(t)=

) N
total f N
0

MTBF:@zT N;v(t> dt:T R(t)dtZT e dt
0 0 0

— —1 —_—
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Relation between Reliability and MTBF

~

R(t)=e'=e ®
t=@=>R=¢ '~0.37
t=20=R=¢ *~0.14
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Failure Rate Example

A system (S) has 10 components. Each component does have a
failure rate of 5 per 10° hours (5000 FIT). Calculate the failure rate
and MTBF of a function. Consider two cases:

- All components are required to perform the function (single point
of failure).

- Each component performs a different function. Calculate the
metrics for any of the functions.

We assume that there is only one failure mode for the component.
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Failure Rate Example Il

A) All components are required to perform the function (single
point of failure)

A, =5000 FIT

.= 105000 FIT = 50000 FIT (5 * 10” failures/hour)
MTBF = 20000h
B) Each component performs a different function

A=A = 5000 FIT = 5 * 107 failures/hour; MTBF = 200000h

function
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Observed MTBF

The observed MTBF (not all items have failed but k):

@z% T = total cumulative time, k = failed items (total N)
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MCU Example

Reliability Report - 2nd Quarter 2013 (CY) Publish Date: 12 Sep, 2013
Reliability Die Monitor : (=2 Process Description - Windows Internet Explorer E=R
Search by Device : | | m |ﬁ\ http:/fwawew . microchip.com/reliabilityreport/ProcessDescription.asp §|
OoR Dynamic Life Test
The Dynamic life test {DLT) also known as the High Temperature Operating Life
Devi Torc (HTOL) is performed to defermine the reliability of devices subjected to specific
EEIHD L b |-|:I5PICE-3F EI condifions over an extended perods of time. Devices are exercised at the
oR maximum data sheet operating voltage. In addition, an elevated temperature and
functional signals are used to exercise the device in a manner similar to user
systems. Devices are subjecied to 150C for 96 hours (infant) and 408 hours
Search by Process : |—Select a Process— [=] (Long term). The actual failure rate experienced could be considerably less than
that calculated if lower device temperatures oceur in the application board.
Reliability Package Monitor :
Search by Package : |QFN I

Dynamic Life Testing

Stress Temperature : 150 degrees C

Derated Temperature : 55 degrees C ]
Activation Energy : 0.7 eV
Acceleration Rate I
|
Hours 96 Hours 408 Hours Total Life FIT Rate 60%
Sample Fails Hnura Confidence ["I'ears] "
YTD-13 o 3,080 3 075 1,255,080 3 40,509 i
Raolling %'r -
1 6,158 1] 5,141 2,907,160 3 36,665
dsPIC33F 12113 ' !
CUM 09-13 o] 26,163 4 24 947 10,295,112 2 58,143
QRT-13 o 1,630 1] 1,675 653,380 5 22,073
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Mean Down Time (MDT)

MDT

Mean Down Time (MDT) is the average time a system is in a
failed state and can not execute its function.

MTBF can be understood as the mean up time.

MTTR

Mean Time to Repair (MTTR) is overlapping with MDT. Used for
maintenance calculations. It can be visualized as the average time
it takes (a technician) to repair the system such that it is up again.
We will not use MTTR in this lecture anymore.

For software the equivalent would be the time it takes to make a
modification (e.g. bug fix, update) and install the new software
function.
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Availability

Availability

Availability is the probability that a system is functioning at any
time during its scheduled working period (in percent).

J=_up time  _ up time _ MTBF
total time uptime+downtime MIBF+MDT

Reliability vs. Availability:

Reliability is inherent to a function given its specified conditions
(internal properties). Availability takes failure and repair into
account (internal and external properties).
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Unavailability Example

A = 10°° failures/hour : MDT = 10h

Unavailability = ?

[ = down t.zme _ MDT <)% MDT
total time MTBF +MDT
>U=10""
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The Bernoulli Experiment applied to Reliability

We have a total number of n identical components. For each
component only two states are defined: “functioning” or “has
failed”. Both states have a certain probability assigned.

The Bernoulli experiment gives us the probability of finding k (out
of n) components in a functioning state.

We state:

P(functioning) + P (failed) = 1 ;
P(functioning) = p; P (failed) = q
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The Bernoulli Experiment Il

The probability of k functioning components out of n total is

P(n,p,k)=(’;)pkq”k

Now we need the probability that a system function (spread
across k components or sub-functions) is working -> reliability
(“probability of survival”)

P(n’p’k):(Z)Rk(l—R)”k

Is the probability of having k functioning components in an
assembly of n total.
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Series Reliability Calculation

_R R R R ......... R—

All n components above need to work such that the series
assembly (system) is functioning.

The probability of having n functioning blocks out of n total is
R=P(n,n k)=|"|R"(1-R)""=R"

when using a Ber?woulli experiment.

R,=R*R*..*R=R"

when using the probability law for independent events.
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Parallel Reliability Calculation
- Full active Redundancy -

At least 1 component needs to be

functioning in full active redundancy R
configuration.

R
Therefore, the assembly is working if n or
(n-1) or ... or 1 component work. R

n=2: 2 or 1 component must be functioning.

Ro=[%|R*(1-R)°+(2|R'(1-R)'=2R—R*=R(2—R)>R
Gro-ed

N=nN.

%)

R :(Z)R”(l—R)O+...+(’f)R1(1—R)”1:1—(1—R)”
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Parallel Reliability Calculation
- Partial active Redundancy -

At least m components need to be
functioning in partial active redundancy

. ; R

configuration.
Therefore, the assembly is working if n or R
(n-1) or ... or m components work. :
R

n=3. m = 2 (2003, spoken “two out of three”)

RS:(:;)R3(1 —R)O+(;)Rl(l —R)'=3R2-2R’

n=N, m = M: (MooN, spoken “M out of N”)

RS:(Z)R”(l—R)O+---+(:;)Rm(l—R)”m

A. Walsch, IN2244 WS2015/16 18



Common Cause Failures

CCE:

Failure, that is the result of one or more events, causing concurrant
failures of two or more separate channels in a multiple channel
system, leading to system failure

* common software defect — same software running on different
channels

* common hardware fault — either systematic or random

* environmental condition affecting multiple channels —
temperature, EMI, etc.
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Replication and Diversity
- Avoidance of Common Cause Faults -

Replication:

identical copy of the original function R1
(identical in specification for all phases

of development and in implementation) R2
Diversity: -
different copy of the original function R3

(differences in specification and
implementation — same interface to caller, same functional
semantics — different behavioral semantics)

From DO-178B (multiple dissimilar software, n-version
programming): different programming languages, different
compilers, dissimilar processor, different teams, different linkers
and loaders, different design standards)
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Partial Active Redundancy Example
- 2003 Majority Voter -

R
R % » ,correct” output

R

Three inputs, one output: Triple Modular Redundancy (TMR)
Input stages have reliability R, Voter and output stage have
reliability R

One unit may fail but no more (partial redundancy)
Reliability: R,=3R’-2R’=R(3R—-2R’*)>R?

Adjudication method: majority, median, consensus
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Partial Active Redundancy Example
- 2003 Majority Voter -
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Complex Configuration Example

| R

Calculate the MTBF of this system (S) made of identical
components assuming constant failure rate and full active
redundancy.

R&=R(2R—R*)=2¢ "'—e*"
2

@:f e MM dt=.. =2
A 3
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Software Reliability

R2

—1 R2

Definition:
Probability of failure-free software operation for a specified period of time
In a specified environment (from ,Standard Glossary of Software
Engineering Terminology" STD-729-1991, ANSI/IEEE 1991)

Four Methods:

« Fault Prevention: avoid by construction (development: left wing of V-
model)

« Fault Removal: detect by verification and validation (development:
right wing of V-model)

« Fault Tolerance: provide service despite fault (operation)

« Fault Forecasting: estimate faults/failures by evaluation (future)
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